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Context

Picture was taken from Liang et al. (2016)

Figure : Atari game examples.



Context Motivation Blob-PROST Comparison with DQN Conclusion References

Context: Sarsa(λ)

Figure : Sarsa(λ) + Linear value function approximation.
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Context: Sarsa(λ)

extract features(I)



1.0
0.6
0.7
(...)
0.3
1.0
0.9



T

w ≈ Q∗(s, a)



Context Motivation Blob-PROST Comparison with DQN Conclusion References

Context: Sarsa(λ)

extract features(I)



1.0
0.6
0.7
(...)
0.3
1.0
0.9



T

w ≈ Q∗(s, a)



Context Motivation Blob-PROST Comparison with DQN Conclusion References

Context: Sarsa(λ)

extract features(I)



1.0
0.6
0.7
(...)
0.3
1.0
0.9



T

w ≈ Q∗(s, a)



Context Motivation Blob-PROST Comparison with DQN Conclusion References

Context: Sarsa(λ)

extract features(I)



1.0
0.6
0.7
(...)
0.3
1.0
0.9



T

w ≈ Q∗(s, a)



Context Motivation Blob-PROST Comparison with DQN Conclusion References

Context: Sarsa(λ)



Context Motivation Blob-PROST Comparison with DQN Conclusion References

Context: Sarsa(λ)



Context Motivation Blob-PROST Comparison with DQN Conclusion References

Context: Sarsa(λ)

Basic BASS DISCO LSH RAM

Times Best 6 17 1 8 8

Table : Results Sarsa(λ)

BASS: Basic Features + Pairwise combinations of them.
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Context: Basic Features
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Context: Pairwise Combinations

Basic Features

φb(c, r, k) = 1 iff color k is present within tile (c, r).

Pairwise combinations

φp(c1, r1, k1, c2, r2, k2) = 1 iff φb(c1, r1, k1) = φb(c2, r2, k2) = 1
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Context: Pairwise Combinations

Basic features:

(φb(5, 12,W) = 1 and φb(4, 10,Y) = 1) → Reward!

BASS:

φp(5, 12,W, 4, 10,Y) = 1 → Reward!
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Context: DQN

Figure : Deep Q-Learning.
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Context: DQN

Picture was taken from Mnih et al. (2015)

Where is the feature vector?
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Picture was taken from Mnih et al. (2015)
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Motivation

DQN’s comparison with Sarsa(λ) was unfair.

Sarsa(λ) was trained with far less training data.

DQN uses 4 frames as input.

DQN has representational biases that Sarsa(λ) doesn’t.
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Motivation

Methodology:

Identify representational biases in DQN.

Incorporate identified biases into feature vector.

Evaluate Sarsa(λ) using the new feature vector.

Repeat.
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Basic Features

Picture was taken from Mnih et al. (2015)
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Basic Features

Picture was taken and modified from Mnih et al. (2015)
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Basic Features

Picture was retrieved and modified from

http://ufldl.stanford.edu/tutorial/supervised/ConvolutionalNeuralNetwork/
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Basic Features

Basic Features

φb(c, r, k) = 1 iff color k is present within tile (c, r).
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Spatial Invariance
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Spatial Invariance

Pairwise combinations

φp(c1, r1, k1, c2, r2, k2) = 1 iff φb(c1, r1, k1) = φb(c2, r2, k2) = 1

φp(5, 12,W, 4, 10,Y) = 1
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Spatial Invariance

Idea: Use relative positions instead of absolute positions1.

B-PROS (Basic Pairwise Relative Offsets in Space)

φb(c, r, k).

φs(k1, k2, i, j) = 1 iff exists c and r such that φb(c, r, k1) = 1
and φb(c+ i, r + j, k2) = 1.

1≈ Take the max of BASS features over absolute position.
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Spatial Invariance

BASS:

φp(5, 12,W, 4, 10, Y ) = 1→ Reward!

B-PROS:

φs(−2,−1,W, Y ) = 1→ Reward!

Results:

B-PROS 41 vs 12 Basic, BASS, DISCO, LSH.
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Non-Markovian Features

Picture was taken from Mnih et al. (2015)
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Non-Markovian Features

Idea: Compare basic features between the current screen and
the screen 5 frames in the past.

B-PROST (... Time)

φb(c, r, k).

φs(k1, k2, i, j).

φt(k1, k2, i, j) = 1 iff exists c and r such that
φtc−5
b (c, r, k1) = 1 and φtcb (c+ i, r + j, k2) = 1.
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Non-Markovian Features

B-PROS:

φs(−2,−1,W, Y ) = 1→ Reward... I guess...

B-PROST:

(φs(−2,−1,W, Y ) = 1 and φt(2, 2, Y,W ) = 1) → Reward!

Results:

B-PROST 40 vs 9 B-PROS.
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Object Detection

Picture was taken and modified from Mnih et al. (2015)
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Object Detection

Idea: Approximate object detection by grouping contiguous
pixels of the same color (blobs).

Blob-PROST

Compute blobs.

Define φb(c, r, k) over blobs.

φs(k1, k2, i, j).

φt(k1, k2, i, j).
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Object Detection
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Object Detection

Results:

Blob-PROST 29 vs 20 B-PROS and B-PROST.
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Comparison with DQN (methodology)

Comparing Blob-PROST and DQN:

Train for 200, 000, 000 frames.

Run 24 independent trials.

Evaluate using 499 episodes (at the end of training).

Start with a random number of no-op actions.

Use the minimal action set.
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Comparison with DQN (computational cost)

Blob-PROST DQN

Memory
50MB-3.7, 9GB

(in most game, 1GB)
9.8GB

Running
speed

56-300
decisions/second

(in most games, 150)

5
(83 when using GPU)
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Comparison with DQN (performance)

They report results over 24 trials. DQN only reports 1 trial:

Blob-PROST 20 vs 29 DQN (average)

Blob-PROST 21 vs 28 DQN (median)

Blob-PROST 32 vs 17 DQN (best trial)
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Comparison with DQN (performance)

Picture was retrieved from Liang et al. (2016)
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Conclusions

Blob-PROST is a strong, light-weight, alternative to DQN
in ALE.

Blob-PROST is better than DQN when:

It is fairly easy to die (e.g. Montezuma’s Revenge).
Reward is sparse (e.g. Tennis).

DQN is better than Blob-PROST when:

Object velocities are important (e.g. shooting games).
Holistic information is important (e.g. Breakout, Space
Invaders).
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Conclusions

“We saw progressive and dramatic improvements by respectively
incorporating relative distances between objects, non-Markov
features, and more sophisticated object detection. This
illuminates some important representational issues that likely
underly DQN’s success. It also suggests that the general
properties of the representations learned by DQN may be more
important to its success in ALE than the specific features it
learns in each game.”
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Conclusions

Picture was taken from Mnih et al. (2015)
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Questions?

Q1) Why is a single Atari screenshot inadequate, and how does
comparing between screenshots that are 5 frames apart help?
Explain these using Pong as an example.
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Questions?

Q2) One of the issues identified in the DQN experimentation is
that it uses the best performing weights found at different
points during the training phase. Why is this problematic?

Picture was taken from Liang et al. (2016)
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