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Background Knowledge Recap
• Simplest Monte Carlo Search Algorithm

• Iterative Sampling 

• it consists in playing random games until a solution is found or the search 
time is elapsed. 

• Estimate value function using sample episodes 

•  Suitable for episodic tasks 

•  No matter what actions we take, episode will terminate at some point 
(could take a long time though) 

• Will update on an episode-by-episode basis 

•  Not action-by-action



*from lecture notes



*from lecture notes



*from lecture notes



Outline
• Background Build Up:

• Monte Carlo Search Algorithm 

• Monte Carlo Tree Search (MTCS)

• Nested Monte Carlo Tree Search (NMCS) 

• Nested Rollout Policy Adaptation for MCTS (NRPA)

• experiments 

• performance 

• Summary



• The MCTS algorithms produce very good solutions to problems 
where other traditional methods fail (when you don’t have a 
good heuristic). 

• These problems usually tend to have a very large search space 
when we cannot afford an exhaustive search, such as games like 
Go, Chess or SameGame. 

• simulation strategy is combined with a tree search to guide the 
search to more promising branches of the search tree. This often 
produces very good results within a reasonable amount of time. 

• mostly static rollout policy

• Monte Carlo Tree Search



Background Knowledge Recap
• Monte Carlo Tree Search

* picture from  https://en.wikipedia.org/wiki/Monte_Carlo_tree_search

https://en.wikipedia.org/wiki/Monte_Carlo_tree_search


• Selection: start from root R and select successive child nodes down 
to a leaf node L.  

• Expansion: unless L ends the game with a win/loss for either player, 
either create one or more child nodes or choose from them node C. 

• Simulation: play a random playout from node C. 

• Backpropagation: use the result of the playout to update information 
in the nodes on the path from C to R.

* picture from  https://en.wikipedia.org/wiki/Monte_Carlo_tree_search

https://en.wikipedia.org/wiki/Monte_Carlo_tree_search


• Can MCTS be further improved? 

• We want to further utilize the results from 
previous searches 

• We want to update from a subtree rather than a 
single branch

• Monte Carlo Tree Search
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• MCTS with nested expansion level, L 

• also memorizes the best sequence found by a 
previous search

Background Knowledge Recap
• Nested Monte Carlo Tree Search



Nested Monte Carlo Tree Search (NMCS)
• A NMCS repeats the following steps until time runs out or until the search terminates. 

• Selection

• During the first iteration the initial state (root) is selected. 

• Otherwise the action leading to the current best score is selected. 

• Simulation

• For the previously selected state all legal actions are determined. 

• For each of these next actions a simulation is played out. 

• Backpropagation

• The best result found during the previous simulation step is stored in memory.



Explanation: 
1. Node 1 is selected. 
2. Next, a complete 2 level deep subtree of the search space with 1 as 

its root is traversed. This subtree has 5 leafs, 4 – 8. 
3. For each leaf a normal simulation is played out. 
4. The best result is found by the simulation from node 7. The result is 

propagated back and the next node from the best result (node 3) is 
selected for the next iteration.

Example of a level-2 search step

* picture from http://blog.leifbattermann.de/2016/06/05/nested-monte-carlo-search/
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Following slides are adapted from 



• Can NMCS be further improved?
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Conclusion

• NRPS successfully searches via rollout policy 
adaptation


