
Arcade Learning 
Environment



What is it?
• Developed by Marc Bellemare, Yavar Naddaf, Joel 

Veness and Michael Bowling.  

• Object Oriented Framework -> develop AI agents 
for Atari 2600 games 

• Built on top of Stella 

• Evaluating the development of AI



Features
• Supports adding agents and games 

• Fast emulation with minimal library dependencies 

• Game score and end-of-game signal for 50+ games 

• Multi-platform code 

• Allows cross-language development 

• Visualisation tools



Atari 2600
• Second generation game console (1977) 

• 500+ games developed 

• shooters, beat’s ups, puzzles, sports, action-
adventure. 

• Adventure and Pitfall!, Pac-Man, Space 
Invaders… 

• 1.19 Mhz CPU, 2-4kB ROM, 128 bytes RAM



Atari 2600

• Screen: 160x210px, 128-colour palette 

• Controller:18 actions, 3 joystick positions for each axis, 1 button. 



ALE - Stella

• Stella receives joystick motions, sends the screen 
& RAM info, and emulates the platform. 

• ALE provides game handling layer, transforms the 
game into a standard RL problem by identifying the 
game score and end-of-game.



ALE - Stella
• Observations (per frame): 

• 2D array of 7-bit px 

• Game handling layer: 

• min set of actions needed for a game 

• Reward: game by game.



Source code
• Free, open-source under the terms of the GNU 

General Public License. 

• http://arcadelearningenvironment.org 

• Written in C++ 

• Support for new games is added by implementing 
a derived class representing the games reward 
and termination functions.

http://arcadelearningenvironment.org


Experimental Methodology

• Training games:  

• For domain representation and parametrization 

• Small set of games 

• Testing games: 

• Unseen.



Benchmarks

• Reinforcement Learning 

• agent does not have access to  a model of game 
dynamics.  

• SARSA(λ)



Benchmarks: SARSA(λ)
• Sets of Features: 

• Basic: Encodes presence of 128 colours. 

• BASS: Encodes with 8-colour combination. 

• DISCO: Detects objects in screen. 

• LSH: maps raw atari screens. 

• RAM: directly observes the 1024 bits of memory.





Benchmarks: SARSA(λ)
• Training: 

• Games: Asterix, Beam Rider, Freeway, Seaquest, 
and Space Invaders.  

• Parameters: learning rate, exploration rate, 
discount factor, decay rate.  

• Testing: 

• 50 games



Benchmarks: SARSA(λ)



Benchmarks: SARSA(λ)



Benchmarks

• Planning 

• Breadth-First Search 

• Upper Confidence Bounds Applied to Trees



Benchmarks: Planning



Benchmarks: Planning



DEMO

https://youtu.be/nzUiEkasXZI



Mailing list

• For questions and comments on ALE: 

• https://groups.google.com/forum/#!forum/arcade-
learning-environment

https://groups.google.com/forum/#!forum/arcade-learning-environment


Supported ROMs
• air_raid, alien, amidar, assault, asterix, asteroids, 

atlantis, bank_heist, battle_zone, beam_rider, 
berzerk, bowling, boxing, breakout, 
elevator_action, enduro, fishing_derby … 

• Full list and download link: 

• https://groups.google.com/forum/#!msg/arcade-
learning-environment/1IL4dnLSpfo/
POs4vnZhRPcJ

https://groups.google.com/forum/#!msg/arcade-learning-environment/1IL4dnLSpfo/POs4vnZhRPcJ


Communicating via FIFO 
Pipes

• For developing in languages different than C++. 

• Sample Java agents are included in the ALE 
bundle. 

• Examples for python and visual studio. 

• http://yavar.naddaf.name/ale/#communicating-with-
a-l-e-via-fifo-pipes 



ALE for Visual Studio

• https://github.com/Islandman93/Arcade-Learning-
Environment

https://github.com/Islandman93/Arcade-Learning-Environment


ALE for python
• https://github.com/mgbellemare/Arcade-Learning-

Environment

https://github.com/mgbellemare/Arcade-Learning-Environment


OpenAI Gym
• Toolkit for developing and comparing RL agents.  

• open-source library for Python 2.7 and 3.5. 

• Supported on Linux and OSX 

• It includes various environments: 

• Algorithmic, Atari, Board games, Box2d, Classic 
control, Doom, MuJoCo, Toy text. 

• https://pypi.python.org/pypi/gym/0.1.4

https://pypi.python.org/pypi/gym/0.1.4


PLE - PyGame Learning 
Environment

• Alternative for python mimicking ALE 

• The goal of PLE is allow practitioners to focus design of 
models and experiments instead of environment design. 

• Games: 

• Catcher, Monster Kong, FlappyBird, Pixelcopter, 
Pong, Puckworld, RaycastMaze, Snake, WaterWorld. 

• http://pygame-learning-environment.readthedocs.io/en/
latest/



RL-Glue
• Library that simplifies connecting different components to do 

RL research. 

• Tutorial: 

• http://rofer.me/posts/teaching-a-computer-to-play-atari-p1/ 

• http://rofer.me/posts/teaching-a-computer-to-play-atari-p2/ 

• Download link: 

• https://code.google.com/archive/p/rl-glue-ext/wikis/
RLGlueCore.wiki

http://rofer.me/posts/teaching-a-computer-to-play-atari-p1/
http://rofer.me/posts/teaching-a-computer-to-play-atari-p2/
https://code.google.com/archive/p/rl-glue-ext/wikis/RLGlueCore.wiki


ALE Python interface
• Fast and easy to use python interface to ALE 

• Directly loads ALE share object file 

• better performance than using the FIFO interface 

• Instructions: 

• https://github.com/bbitmaster/ale_python_interface/wiki 

• Download: 

• https://github.com/bbitmaster/ale_python_interface

https://github.com/bbitmaster/ale_python_interface/wiki
https://github.com/bbitmaster/ale_python_interface


Additional Documents

• Technical Manual:  

• http://phoenix.goucher.edu/~justin/
computational_cognition/manual.pdf 

• Stella 

• http://stella.sourceforge.net/

http://phoenix.goucher.edu/~justin/computational_cognition/manual.pdf
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